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Abstract—This paper presents a new time-domain measure-
ment technique for repetitive microwave signals that is applied
to modeling wideband power amplifiers. The measurement tech-
nique concept consists of recording the microwave signal after
conversion to baseband using a calibrated downconverter, which
improves measurement accuracy compared to measurements at
the carrier frequency. The modeling section describes how such
time-domain measurements can be used to model wideband signal
effects in nonlinear power amplifiers. The commonly used mem-
oryless envelope model is limited to use on narrowband signals.
A new model is developed which includes a filter before the
memoryless nonlinearity to capture the memory effects associated
with wideband signals. It is demonstrated that the accuracy
of wideband signal simulations can be improved by optimizing
the model parameters based on time-domain measurements of
wideband signals.

Index Terms—ARMA models, low-pass equivalent signals, mi-
crowave time-domain measurements, nonlinear amplifier model-
ing.

I. INTRODUCTION

COMMUNICATIONS system simulations often employ
block models to predict distortion created by their nonlin-

ear components. In these models, the nonlinear components are
characterized in terms of input and output complex envelopes.
A low-pass equivalent (LPE) representation of signals is
used to avoid the high sampling rate required at the carrier
frequency. This powerful method is capable of analyzing
systems driven by signals ranging from single-tone sinusoids
to complex digitally modulated carriers. The memoryless
envelope transfer model has been commonly used to represent
nonlinear power amplifiers and is implemented in commercial
CAD programs.1,2 The power amplifier is often represented by
nonlinear amplitude (AM/AM) and phase (AM/PM) functions
in either polar or quadrature form.

Assumptions in the mathematical formulation of the memo-
ryless envelope transfer model limit it to narrowband applica-
tions. The AM/AM and AM/PM are measured in the center of
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Fig. 1. Simplified receiver block diagram.

the band and assumed to be constant (memoryless) over the
bandwidth of the simulated signal. Other models have been
proposed for simulation of wideband signals [1], but none
of them seems to provide an efficient implementation with
easily measured parameters. As a consequence, the ability
to make wideband, accurate measurements of the complex
envelope is essential for the full understanding of nonlinear
device operation.

A new method is presented here to measure directly and
accurately the time-domain complex envelope of wideband
signals. In this method, the microwave signal is mixed down
to baseband, where it is an LPE waveform [2], having both
in-phase and quadrature components, which are recorded by
means of a Hewlett-Packard microwave transition analyzer
(MTA). The downconverting receiver frequency response is
then removed from the recorded waveforms by application of
the baseband double-sideband mixer characterization method
[3], providing an accurate LPE representation of the original
microwave signal.

In this paper, a new model of a 20-GHz traveling-wave
tube amplifier (TWTA) is presented that has been optimized
using time-domain LPE waveforms. A variety of wideband
waveforms are used to demonstrate the capability of this model
and compare it to more traditional models.

II. TEST SYSTEM CONFIGURATION

The basic measurement system consists of a downconvert-
ing receiver followed by an MTA as shown in Fig. 1. The
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Fig. 2. Simplified transmitter block diagram.

dc level, which corresponds to the Fourier component at the
carrier frequency, is measured separately by means of a bias
tee and a voltmeter at the output of the downconverting mixer.
This is required since the baseband amplifier blocks the dc
component. Note that a digital storage oscilloscope could be
used in place of the MTA, but the MTA has advantages such
as an extensive internal calibration routine and the capability
of locking to an external 10-MHz reference.

The microwave signal to be measured can have any arbitrary
repetitive phase or amplitude modulation imposed upon it,
but it must be accompanied by an unmodulated carrier to
feed the receiver’s local oscillator (LO) input. The receiver
has two coherent LO outputs, a fixed phase and a variable
phase LO. These outputs can be used with a transmitter (see
Fig. 2), and are required for the calibration procedure outlined
below that uses both the transmitter and a test mixer. The
stability requirements on the carrier need not be high because
its phase noise is canceled by the coherent downconversion.
The baseband modulation signal, however, must be stable,
preferably with a 10-MHz reference output to be used by the
MTA as an external reference. The modulating source can be
used to trigger the MTA if a separate trigger output is not
available.

When the equipment is configured as shown in Fig. 1,
the downconverted signal is recorded at an arbitrary relative
carrier phase between the microwave signal source and the
receiver, constituting the uncorrected in-phase component of
the LPE signal. The phase shifter is then adjusted by 90
and the downconverted signal is again recorded to form the
uncorrected quadrature component of the LPE signal. In prac-
tice, four phase settings 90apart are used to cancel dc mixer
offsets. The 0 and the negative of the 180measurements
are combined to form the in-phase component, and the 90
and the negative of the 270measurements are combined to
form the quadrature component. Note that the LPE signals thus
obtained include the frequency response of the receiver and
are therefore uncorrected. To obtain corrected LPE signals,
the frequency response of the receiver must be removed.
The correction procedure required to remove this frequency
response is described below.

Among the signals that can be recorded by the measurement
approach are the input and output waveforms of a nonlinear
device-under-test (DUT). The signal source and the receiver
are connected together to record the input LPE signal, and
the DUT is inserted between the source and the receiver to
record the output LPE signal. Another application of this

technique is to record the output waveforms of microwave-
frequency modulators. These time-domain measurements can
then be used to optimize and validate simulation models of
these components and systems.

To enhance the usefulness of the time-domain measurement
system, an upconverting transmitter is also included that can
be used with an LO source coherent to the receiver LO,
and a baseband waveform synthesizer, to provide modulated
microwave signals defined by the user. The transmitter is
illustrated in Fig. 2. The microwave amplifier and variable
attenuator are provided to allow the input power to the DUT
to be adjusted over its operating range.

Once the uncorrected signals are obtained, the receiver
frequency response must be analytically removed. The receiver
frequency response is measured by means of the baseband
double-sideband mixer characterization method [3]. The setup
for this method consists of an upconverting transmitter fol-
lowed by a downconverting receiver that both use the same
LO and have a phase shifter in the LO path, as shown in
Fig. 1. A vector network analyzer (VNA) is used to measure
this combination at two relative phase settings 90apart. The
two measurements can be mathematically combined to provide
the frequency response of the transmitter and receiver pair.
They are not sufficient to extract the frequency response of
the receiver alone.

To calculate the response of the receiver, two additional
similar configurations using a third frequency converter (a
test mixer) are required. The second configuration consists of
the test mixer used as an upconverting transmitter followed
by the receiver, and the third configuration consists of the
transmitter followed by the test mixer used as a downcon-
verter. The method requires that the test mixer have the same
frequency response whether it is used as an upconverter or
a downconverter. In practice, commonly available double-
balanced mixers exhibit this reciprocal response if a low
VSWR is provided on all ports by means of fixed atten-
uators. By mathematically combining the six measurements
provided by the three setups, the LPE frequency response
of the receiver can be obtained to within a fixed phase
offset. This response is then removed analytically from the
uncorrected LPE signal measurements, leaving an accurate
LPE representation of the microwave signal. Note that the
frequency response of the MTA has not been removed from
these measurements.

III. COMPARISON OFBASEBAND TECHNIQUE

WITH DIRECT MICROWAVE MEASUREMENT

Although any modulated signal may be used to validate our
technique, we used a 0.35-ns width, 0.5-V amplitude baseband
pulse as the modulation input to the transmitter. The LO
frequency was 19.6 GHz. The transmitted pulse was measured
using our baseband time-domain measurement technique and
the receiver correction was applied. As a validation of our
baseband technique, the same signal was measured directly at
19.6 GHz using the MTA. Fig. 3 shows the signal envelope
of both the corrected and uncorrected baseband measurement
and the directly measured microwave pulse at 19.6 GHz.
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Fig. 3. Comparison of time-domain measurement techniques applied to a
microwave pulse.

The excellent agreement between the corrected baseband and
the direct microwave measurements indicates the validity of
the baseband measurement technique. The disagreement of
the uncorrected baseband measurement with the other two
measurements indicates the validity of the corrections applied
to remove the response of the receiver. Fig. 4 compares the
same three measurements after transformation to the frequency
domain. The maximum deviation between the corrected base-
band and the microwave measurements is3 and 0.4 dB
across a 4-GHz bandwidth (except at the dc frequency where
the power spectral density is low, so that the error is larger).
This comparison illustrates the consistency of the baseband
technique with the direct measurement. For this simple case,
either the direct microwave or baseband measurements yield
acceptable waveform data.

Measuring signals at baseband has several advantages com-
pared to measuring them directly at the carrier frequency. One
is that the sample rate can be reduced by the ratio of half the
signal bandwidth to the carrier frequency, thereby allowing
for a longer time record or higher time resolution of the
signal for the same number of samples. This is particularly
important when the repetition period of the signal is too
long to allow Nyquist sampling of the signal at the carrier
frequency, given the limited number of samples available
(1024 samples for the MTA). Another advantage is that the
time base accuracy and stability requirements for the MTA
are reduced by the same ratio of half the signal bandwidth to
the carrier frequency. Another improvement is that the phase
noise of the carrier is eliminated since the same LO is used
for both the upconversion and the downconversion. Also, with
an appropriate downconverter, measurements can be done at
carrier frequencies beyond the upper frequency limit of the
MTA (40 GHz). Finally, the MTA has a flatter frequency
response at baseband than at high carrier frequencies (Fig. 5).
For example, signals with a 4-GHz bandwidth require only
2 GHz at baseband, over which the MTA has a gain variation
of only 0.1 dB. The phase deviation from linearity can be
as high as 40for a typical digitizing oscilloscope at 20 GHz,
but it is negligible below 5 GHz [4].

(a)

(b)

Fig. 4. Comparison of time-domain measurement techniques applied to a
microwave pulse transformed to the frequency domain. The direct microwave
measurement has been downconverted to baseband in software. (a) Compari-
son of measurement amplitudes. (b) Comparison of measurement phases.

Fig. 5. MTA amplitude response calibration using an HP8485D Power
Sensor as a “gold” standard.
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IV. WIDEBAND SIGNAL MEASUREMENTS

OF A NONLINEAR POWER AMPLIFIER

The baseband waveform measurement technique described
above was applied to measure the input and output wave-
forms of a 20-GHz TWTA. A number of different wide-
band waveforms were recorded, including low-duty cycle
pulse trains and continuously digitally modulated signals.
Low-duty cycle pulses are ideal for discerning the distortion
created by nonlinear amplification [5]. These time-domain
input/output waveforms clearly identify the compression, pulse
broadening, and ringing effects associated with power am-
plifiers. The initial development of nonlinear models is also
facilitated using such pulses since optimization can be per-
formed on a relatively few number of samples. Continu-
ously digitally modulated signal waveforms are longer in
time duration and are commonly used in system performance
predictions. A wideband digitally modulated signal that has
a nonconstant envelope is a good test for nonlinear model
fidelity.

The low-duty cycle pulse waveforms were created using
on/off keying (OOK) and binary phase-shift keying (BPSK)
modulation. The OOK pulse is created by simply applying
a unipolar amplitude pulse to the upconverting mixer in the
test system transmitter. A bipolar amplitude pulse is used
to create the BPSK pulse. The 0.35-ns wide pulse input to
the transmitter is broadened to approximately 0.7 ns at the
input to the amplifier DUT. The bandwidth of this pulse input
was intentionally limited to span the operational bandwidth
of the TWTA. Data was taken at a sampling rate of 19.53
ps with an averaging factor of 64. The measured in-phase and
quadrature waveforms were converted to polar form (envelope
amplitude and phase) for modeling purposes. Note that the
dc level of the envelope amplitude indicates the operating
point (average level of the RF carrier) on which the pulse
is imposed. The operating point of most interest is at or
near saturation where the TWTA operates with high power
efficiency.

The amplitude and phase envelopes of the OOK pulse
are shown in Fig. 6. The amplitude envelope covers a wide
dynamic range as it approaches 0 V and returns to the dc
steady-state (saturation) condition. The phase envelope of
the OOK pulse is almost constant, as it deviates only by

10 maximum. The amplitude and phase envelopes of the
BPSK pulse are shown in Fig. 7, where the nonideal switching
between the 0/180 phase states is apparent. An ideal BPSK
signal would transition to 0 V and back to the dc saturation
level in a much shorter time than the duration in the 180phase
state. The phase envelope shows that only approximately 140
of the desired 180of phase shift is attained during the pulse
duration.

A digitally modulated signal can be classified in terms of
its amplitude envelope fluctuations. Constant envelope signals
such as minimum-shift keying (MSK) are ideal for use with
nonlinear amplification. With no amplitude envelope fluctua-
tions present, no AM/AM or AM/PM distortion is imparted on
the output signal. In practical applications, however, nonideal
circuitry in or after the modulator will create a nonconstant

(a)

(b)

Fig. 6. (a) OOK pulse input amplitude envelope. (b) OOK pulse input phase
envelope.

envelope prior to the transmit amplifier. There are also many
instances where nonconstant envelope modulation must be
used with nonlinear amplification (e.g., a bandwidth efficient
scheme such as 16-ary quadrature amplitude modulation). It
is therefore essential to characterize amplifier models with
the stressing case of nonconstant envelope signals. For this
work, a nonideal MSK signal with a nonconstant envelope
was used.

A 5-ns segment of the measured input amplitude and phase
envelopes of the MSK waveform is shown in Fig. 8. This is
only approximately 8 bits of the 64-bit pseudorandom noise
(PRN) sequence that was recorded. Data samples were taken
at a rate of 39.06 ps using an averaging factor of 64. The
average dc level of the amplitude envelope shown corresponds
to the input power at saturation. The amplitude envelope has
adequate variations to stress the nonlinearity. The high data
rate (0.35-ns bit duration) provides for the rapidly time-varying
envelope. The phase envelope is also continuously varying as
it goes through a full 360rotation four times during the 8-bit
sequence shown.
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(a)

(b)

Fig. 7. (a) BPSK pulse input amplitude envelope. (b) BPSK pulse input
phase envelope.

V. MODEL DEVELOPMENT

The wideband signals described above are employed to
optimize a wideband TWTA model. The commonly used
memoryless envelope model, in which the nonlinear device
is completely described by the AM/AM and AM/PM transfer
functions, was also generated for comparison. The AM/AM
and AM/PM transfer functions are obtained using a VNA and
a single-tone power sweep at the center operating frequency
[6]. The complex output of the memoryless envelope model
is given by

(1)

where is the amplitude of the complex input
envelope, is its arbitrary phase, and and are
the AM/AM and AM/PM transfer functions, respectively. To
enable the optimization of the nonlinearity presented in (1), we
re-expressed the two associated transfer functions in analytical
form through a finite Bessel-series expansion consisting of

(a)

(b)

Fig. 8. (a) MSK input amplitude envelope. (b) MSK input phase envelope.

only odd-order terms, as follows:

(2a)

(2b)

where is a normalizing constant, and is the first-
order Bessel function of the first kind. The real coefficients

and are determined by an optimization technique
based on the method of least squares. The measured data and
corresponding seven-term Bessel series representation of the
TWTA characteristics are shown in Fig. 9. The nonlinearity
can also be represented in an equivalent quadrature form.

The new nonlinear amplifier model developed in this pa-
per is an extension of the memoryless envelope model that
includes an auto-regressive moving average (ARMA) filter at
the input. As shown in Fig. 10, the th-order ARMA model
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(a)

(b)

Fig. 9. (a) TWTA AM-AM characteristic. (b) TWTA AM-PM characteristic.

Fig. 10. Nonlinear ARMA model.

is an infinite impulse-response (IIR) structure consisting of
unit delay sections. The filter operates on the complex,

LPE envelope, each section consisting of a feed-forward and a
feedback path with complex coefficients. The incorporation of
feedback allows for versatile modeling capability in a compact
structure.

The input-output relation of the ARMA filter can be ex-
pressed recursively as

(3)

where and denote the complex th sampled input
and output of the filter at time , respectively, and is
the sampling rate. The coefficients and are complex
scalars that define the model. The memoryless nonlinearity
defined in (1) and (2) is placed after the ARMA filter to
complete the model. The model approximates the physical
operation of the TWTA since the compression occurs near the
output as the signal travels down the traveling-wave structure.

Although the model could be generated using only time-
domain measurements, VNA-based frequency-domain mea-
surements were also used. In order to derive the model
coefficients for the nonlinear model, a numerical optimiza-
tion procedure is required. The numerical algorithm is very
sensitive to the initial conditions which determine whether the
solution converges to a global or local minimum. Therefore,
the initial values of the ARMA model are derived for the linear
case before the numerical optimization algorithm is performed.
The initial values of the filter coefficients were chosen to
represent the small-signal (linear) response of the TWTA.
Applying a fast Fourier transform (FFT) analysis to the VNA
measured transfer function, the time-domain output
was calculated. A closed-form solution for the coefficients
was obtained by minimizing the mean-squared error (MSE)
between measured and modeled time-domain outputs. Using
(3) with measured small-signal input data placed
in its right-hand side, the error function between the
measured small-signal and the modeled
output response can be defined as

(4a)

(4b)

Because the derivation of the filter coefficients is facilitated
by using matrix notation, we rewrite the error function in the
following vector format:

(5a)

where the complex coefficient vector and data vector in
(5a) are defined as

(5b)

and

(5c)

where denotes conjugate transposition and denotes
ordinary transposition. The minimum MSE is obtained by
taking the gradient of the objective function with respect to
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the coefficient vector and setting the result equal to zero, that
is,

(6)

where the sum is taken over data samples. Defining the
data matrix and vector as

(7a)

(7b)

the solution to (6) can be shown to be given by

(8)

This solution allows for the determination of the model
order for linear operation and provides a lower bound on the
filter order for nonlinear operation. An eleventh-order ARMA
model was sufficient for the subsequent nonlinear optimization
on OOK and BPSK pulse waveforms. A 23rd-order model
was required for similar accuracy for the continuously MSK-
modulated waveforms. The initial condition for the AM/AM
and AM/PM characteristics were identical to those used in the
memoryless envelope model.

Combining (1)–(3), and denoting the output of the ARMA
filter by when the input is the large-signal ,
the input-output relation for the ARMA filter-nonlinearity
concatenation can be expressed as (9a)–(9c), shown at the
bottom of this page, where the superscript indicates a
nonlinear regime of operation,

(10)

represents the coefficients of the complete model

(11)

represents the past inputs and outputs, as well as the current
input [ samples total], and we have decomposed
all complex scalars into a real or in-phase part (subscripted
with ) and an imaginary or quadrature part (subscripted with

). The model coefficients of both the ARMA filter and
nonlinearity were optimized numerically—using a steepest de-
scent (Levenberg-Marquardt) least-squares algorithm [7]—to

(a)

(b)

Fig. 11. (a) Model comparison of OOK pulse output amplitude envelopes.
(b) Model comparison of OOK pulse output phase envelopes.

minimize the MSE between the modeled and measured wave-
form data. The objective function for the nonlinear numerical
optimization can be expressed as

MSE

(12)

(9a)

(9b)

(9c)
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(a)

(b)

Fig. 12. (a) Model comparison of BPSK pulse output amplitude envelopes.
(b) Model comparison of BPSK pulse output phase envelopes.

The optimization metric was chosen to produce a model that
would provide an improvement in end-to-end systems symbol
error-rate calculations for digitally modulated signals. The
error-vector-magnitude (EVM), which is the square root of the
summand in (12), is therefore minimized at each time sample
over the full length of the waveform. The normalized MSE
(NMSE) is calculated by dividing by the total signal power in
the measured waveform:

NMSE
MSE

(13)

The NMSE can be used as a figure of merit for model accuracy
over a range of possible operating conditions. Since waveform
EVM directly corresponds to possible symbol errors, the
NMSE can, in some cases, be used to estimate the model’s
ability to predict symbol error-rate. This is discussed in more
detail in relation to model accuracy with MSK waveforms.

(a)

(b)

Fig. 13. (a) Model comparison of MSK output amplitude envelopes. (b)
Model comparison of MSK output phase envelopes.

VI. M ODEL COMPARISON

Results from the nonlinear ARMA model are first com-
pared to those from the memoryless envelope model for
low-duty cycle pulses. Fig. 11 compares the model outputs
to measured data for the OOK pulse. The eleventh-order
nonlinear ARMA model follows the measured data more
closely than the memoryless envelope model. The NMSE is
0.91% and 7.66% for the nonlinear ARMA and memoryless
envelope models, respectively. Fig. 12 compares the model
output results to measured data for the BPSK pulse. Note the
difference in scale between the OOK and BPSK pulse outputs.
Fig. 12(b) clearly shows the effect of nonlinear distortion as
the peak phase shift from saturation is decreased from 140
to approximately 80. For the BPSK pulse, the NMSE is
1.85% and 13.18% for the nonlinear ARMA and memoryless
envelope models, respectively. Note that for these signals, the
MSE normalization is based on single pulse power.

Results from both models are also compared for the MSK
signal. Fig. 13 compares the memoryless and twenty-third-
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Fig. 14. Histogram of MSK in-phase waveform errors (35 bins).

order nonlinear ARMA model outputs to the measured data.
The 64-bit NMSE is 1.11% and 4.26% for the nonlinear
ARMA and memoryless envelope models, respectively. In this
case the MSE normalization is based on the total power in
the 64-bit sequence. The MSK waveform NMSE calculations
provide a better indication of symbol error-rate than the single
pulse calculations since they are based on a full 64-bit PRN
pattern. A simple uncertainty estimate for the symbol error rate
due to a specified NMSE can be made if the waveforms errors
are Gaussian distributed. The histogram of the MSK in-phase
waveform errors shown in Fig. 14 closely resembles a Gauss-
ian distribution. These waveform errors can be considered as
an equivalent noise power that can either add or subtract from
the actual system noise to produce an equivalent system noise
power for calculation of symbol error probability. For BPSK,
for example, a 4% NMSE would cause a 2.2-dB uncertainty
at a 10-dB actual signal-to-noise ratio, whereas a 1% EVM
NMSE would only cause a 0.5-dB uncertainty.

VII. CONCLUSION

A new method to measure microwave signals in the time
domain by first downconverting to baseband has been pre-
sented. This new technique does not suffer the accuracy and
noise limitations of measurements performed directly at the
carrier frequency. Accurate low-pass equivalent waveforms are
obtained after correcting for the receiver response by means
of the baseband double-sideband frequency-translating device
measurement technique. This technique was applied in the
measurement of input/output waveforms for a 20-GHz TWTA
subject to a wideband signal input. From these measurements,
a new nonlinear model with memory was developed for a
TWTA. This new model was found to be more accurate in
predicting the response to wideband low-duty cycle pulses and
continuously digitally modulated signals.
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